
Unifying Heterogeneous Distributed Clinical Data in a
Relational Database

Keith A. Marrs, Sherry A. Steib, Charlene A. Abrams and Michael G. Kahn
Division of Medical Informatics, Department of Medicine

Campus Box 8005, Washington University School of Medicine, St. Louis MO 63110

Access to clinical data which are distributed among
multiple satellite information systems is crucial to
delivering better care and reducing costs in many
hospitals and medical centers. An integrated view
of these data is needed to reduce the effort of
users requiring data from multiple systems. We
have addressed the issue of distributed data inte-
gration while developing both production and re-
search decision-support applications. We describe
an ideal integration solution, obstacles to realizing
this solution, and our integration requirements and
architecture. Our focus is a description of our spe-
cific schema and data integration techniques. We
conclude with an analysis of our approach.

INTRODUCTION

Due to widely diverse information needs of special-
ized ancillary services, hospitals frequently have
multiple satellite information systems in addition
to a centralized main data depository [1]. These
clinical data are often distributed among a num-
ber of heterogeneous hospital database systems
for reasons of security, decentralized control, and
application distribution. Access to clinical data
which are distributed among these specialized sys-
tems is crucial to delivering better care and re-
ducing costs in many hospitals and medical cen-
ters [2, 3]. For example, Annevelink describes the
need for integration of laboratory, pharmacy, di-
etary, radiology, and other hospital information
systems to support an integrated physician work-
station [4]. Our work in hospital quality assur-
ance has required access to microbiology, phar-
macy, admission, laboratory, dietary, and other
data which exist in various databases and in var-
ious data formats. Without an integrated view
of clinical data, users must be proficient in sev-
eral database systems and have an understanding
of the data model, language and schema of each
system.

We have addressed the issue of integrating clini-
cal data derived from multiple heterogeneous dis-
tributed databases while developing both produc-
tion and research decision-support applications.

By moving the database schema integration and
system heterogeneity concerns from the applica-
tion to an integrated database which provides a
global, unified view of these distributed data, we
have simplified application development and user
access. We describe an ideal integration solution,
obstacles to realizing this solution, and our inte-
gration requirements and architecture. The key
focus of this paper is a description of our specific
schema and data integration techniques. We con-
clude with an analysis of our approach.

BARRIERS TO AN IDEAL SOLUTION

A user of distributed data should be unaware of
the origin of the information. Logically the user
should think she is dealing with a single database
without regard for the specifics of the various un-
derlying databases. A heterogeneous, distributed
database management system (HDDBMS) pro-
vides this virtual database or uniform interface in
the form of an integrated view, which hides the
structural differences of the underlying databases.
The integrated view is usually presented as a
global schema, expressed in some common data
model such as the Entity-Relationship or Rela-
tional model (Figure 1A) [5]. An HDDBMS maps
data and operations between the virtual database
and the local databases, resolves the differences
among the multiple data models, schemas, and
systems, and manages distributed transactions
and concurrency control.

The federated database model is a variation of
the HDDBMS model in which there are multiple
global schemas, each of which may be an integra-
tion of only a subset of the underlying databases
(Figure 1B) [6, 7]. The federated model is more
flexible since it supports autonomy of the underly-
ing databases and does not require an all encom-
passing global schema [5]. For decentralized orga-
nizations, this model is ideal because each compo-
nent database controls the access to its data (spec-
ified in its export schemas), providing a decentral-
ized mechanism for data control and security.
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Figure 1: (A) Heterogeneous Distributed Database Model. (B) Federated Database Model.

As evident by the small number of commer-
-cial HDDBMSs [8], there are several substan-
tial technical issues to be resolved before HD-
DBMSs are widely accepted. Some of these is-
sues include optimizing performance across the
distributed databases, distributing system load,
distributed transaction management and concur-
rency control, and operation transformation [9].
Even with these difficult unresolved issues, the
more difficult barriers to a seamless integration
of distributed databases are political, such as ad-
ministrative control, data security, legacy appli-
cations, initial costs, and reluctance to change.
Faced with these technical and administrative ob-
stacles, less-than-ideal alternative solutions must
be designed for the interim.

INTEGRATION ARCHITECTURE

Although the ideal HDDBMS model discussed
above is most desirable, our hospital-based qual-
ity assurance applications do not require the real-
time, integrated access to data HDDBMS models
provide. Our applications do require a single in-
tegrated data interface, ad hoc query capabilities,
and the persistence and update of processed re-
sults. As an example, one application for infection
control surveillance requires finalized microbiology
culture results [10]. This task does not require

real-time data access; the previous day's data is
sufficient. Not all clinical decision-support sys-
tems which require distributed data could be effec-
tive with this constraint. For many systems, real-
time data access would be mandatory for timely
and accurate recommendations.

The architecture for our solution is shown in
Figure 2. We integrate only the necessary
data from the underlying databases into a global
schema, which is implemented as a set of rela-
tions and constraints (i.e., rules, triggers, and
stored procedures) in a relational DBMS. Each
night, data from the underlying databases are re-
trieved, parsed, and merged with existing data
in the RDBMS. The applications and users have
real-time access and update capabilities on this
RDBMS, but updates to data are not propagated
to the underlying databases, since it is not nec-
essary for our purposes. Updates are made only
to processed results and application-specific data
instead of underlying primary data.

SCHEMA TRANSLATION AND
INTEGRATION

Two basic steps in integrating heterogeneous
database systems are schema translation and
schema integration. Schema translation involves
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Figure 2: Integration architecture with populated relational database.

mapping schemas between data models, such as
from the network model to the relational model.
Schema integration is the combining of local
database schemas into a single unified, global
schema.

Performing schema translation from most data
models to the relational model is straight for-
ward except for recursive relationships and transi-
tive closure operations, but the reverse mapping is
much more complex. Since we map only into the
relational model, this process is relatively straight-
forward. The underlying databases from which we
retrieve data include RDBMSs, virtual sequential
access method (VSAM) files, and generated re-
ports. Rtanslation to the relational model is han-
dled during retrieval and parsing of data. We have
not addressed the issues of recursive relationships
and transitive closure operations because these is-
sues are not present in the clinical data we have
integrated.

Batini and Kamel provide good descriptions of
the steps in schema integration, which include
translating the local schemas into common-model
local schemas, defining export schemas for each
local schema, identifying and resolving conflicts

among these schemas, and merging them into a
unified global schema [11, 12]. Schema integra-
tion is one of the most difficult aspects of inte-
grating distributed databases because the underly-
ing databases often were developed to satisfy local
needs without any consideration for the long-term
need to share data; this results in incompatibilities
such as confiicting data and definitions, redundant
data, and differences in scales/units [3, 5]. Be-
cause of these incompatibilities and lack of online
data dictionaries, automation of schema integra-
tion is probably impossible.

The most laborious step in schema integration is
that of discerning the intended or implied seman-
tics of legacy data systems. Yet without a detailed
knowledge of the semantics of the data, it is dif-
ficult to recognize data elements which represent
similar or related concepts. For example, one clin-
ical database contains a field named Patient Ac-
count Number whereas a second clinical database
contains a field named Patient Registration Num-
ber. Do Account Number and Registration Num-
ber refer to the same entity? Is there a depen-
dency between the value in Account Number and
the value in Registration Number? The age, lack
of documentation, and personnel rollover associ-
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ated with these systems all contribute to poorly
defined schemas.

To capture the semantics of the underlying
databases, we employ one of two techniques. In
the first technique, we acquire available documen-
tation and sample data; we analyze this infor-
mation, develop questions, and interview the lo-
cal data manager and users. With poorly doc-
umented systems, this process is iterative, time
consuming, and often inaccurate because of spe-
cial cases missing from documentation and sam-
ple data. The second technique relies on printed
reports generated from the local database. Be-
cause semantics of the database often are embed-
ded within applications and the reports generated
by these applications are intended to be "user
friendly," it is often simpler to capture seman-
tics by parsing the reports. We used this tech-
nique to analyze the data semantics for an ex-
pert system which reviews microbiology culture
reports to detect hospital-acquired (nosocomial)
infections [10]. Instead of integrating the primary
data from the laboratory database as described in
the first technique, we treat the printed culture re-
ports as the database since they contain all of the
laboratory information necessary for the expert
system. Understanding the data semantics from
these reports proved much easier than analyzing
the laboratory database. Although this technique
has been effective in our architecture where access
to real-time data is not required, capturing seman-
tics from reports obviously is not an option in an
ideal HDDBMS or federated system. Also, since
reports are subject to change at least as often as
the underlying schema, frequent changes could be
required to mapping programs.

DATA INTEGRATION

In an ideal HDDBMS, once the global schema and
data mappings from the local schemas are defined,
the system handles the integration of data for user
operations on the global schema. However, in our
architecture, data integration routines must be de-
fined for each underlying database and performed
on a daily basis. Figure 3 illustrates the data inte-
gration steps for the two schema integration tech-
niques discussed above. In a typical scenario, a
batch job executes queries each night against a
local database. The results of these queries are
stored in an ASCII file which later is transferred
from the local machine to our machine. If neces-
sary, the file is parsed before being loaded into a

temporary table in the RDBMS. Finally, the data
in the temporary table is merged into existing ta-
bles using SQL scripts. This processing is per-
formed at night to reduce the system load during
normal working hours and to avoid affecting inter-
active users.

Many problems can arise during data integration,
including failure of batch jobs on the local systems,
network problems during file transfer, and errors
during parsing, loading, or merging the data. We
have encountered all of these problems and have
been able to handle them with little delay of ser-
vice. The key to our success in handling these
problems has been excellent organization and doc-
umentation of processes, including daily system
backups.

DISCUSSION

Our architecture supports applications which re-
quire access to distributed data but do not require
either real-time access or update capability. We
are using this approach for several deployed and
prototyped decision-support applications. In our
approach, a global schema is defined as an integra-
tion of subsets from the underlying hospital infor-
mation systems and implemented in a commercial
RDBMS; data from the underlying systems are
retrieved, manipulated, and merged with existing
data in the RDBMS every night; and users and ap-
plications retrieve and manipulate integrated data
from the integrated RDBMS.

Most of the difficulties in our approach and in
any HDDBMS are in understanding the semantics
of legacy systems and in defining global schemas.
We have shown that it is sometimes simpler to
discern the semantics of data by parsing reports
generated from the data. We realize that to sup-
port many other applications, our architecture
will need to evolve into a HDDBMS or federated
system. Both the technical and political proW
lems must be solved before this evolution can oc-
cur. With ongoing research and the development
and acceptance of standards (e.g., RDA, ODBC,
IDAPI), solutions to the technical problems ap-
pear near [13]. Solving the political problems will
take more time and effort but will be easier once
systems which support local autonomy and secu-
rity are available.
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Figure 3: Data Integration Steps.
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